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I. INTRODUCTION
Structures frequently contain members capable of transmitting only certain types of stress, e.g.
only tension: In other structures the boundary tractions or geometrical constraints are imposed
in the fonn of inequalities, e.g. a tensionless support. Finally, the yield criteria in the theory of
plasticity introduce inequalities in the fonnulation of the problem.

Such so-called unilateral problems are inherently nonlinear, even in cases of linear elasticity
and small deformations. In aeneraI, the unilateral problems are.characterized by the fact that
chaqes of the external loadings are not accompanied by proportional chanaes in other
variables. Consequently, superposition is DOt, aenerally, applicable.

Existing analytical solutions are limited to idealized models and simple inequality con­
ditions. In the case of contact problems the finite element method has been used for the
numerical treatment of some practical problems. Many papers dealing with the static analysis of
contact problems assume a contact zone or treat the problem by usina iterative methods, the so
called "trial and error" methods (see, e.g. [l-7]). The assumption of biJateraI conditions on the
contact zone restrict the applicability of the methods, because the contact area is not known a
priori. Convergence to the correct solution by iterative procedures is not always guaranteed. In
pneraI, "solutions" which satisfy the constraints of a unilateral problem do not need be the
desired (correct) solutions. This is demonstrated by examples in the present paper. Finally, the
incremental approach to the UDilateral problems is accompanied by superfluous computational
elort and may lead to wrona solutions if the increments do not follow the structural clJanae$.
'l'benfore, a systematic .ahod is Deeded, for complex structures with arbitrary conditions.
The application of the finite element method to unilateral problems IeIds to a mathematical
PfOII'IIIIinI problem IIId requires the use of optimization tecbniques(8-15]. However the
uiatingllUlRerOUS opIiIniutiM aJaorithms are subjected to a variety of limitatioDs; IIlOst of
them are restricted to relatively small problems. Moreover, the exisIiDa ..... purpose
propams cannot be used without modifh~tions. In this context it is mentioDed that the penalty
method, as an uiating ...-aJ purpose optimization metbocI, can be applied to a series of
unilateral problems. But, due to its JI'IICI'aIity, the required elort could be more than.the elort
required by special qUlldratic optimization aJaoritbms suitable for problems arisiDa in sIrUctUraI
analysis. Many versions of the penalty method transform the nonlinear proJI'IIIIing problem
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into a sequence of unconstrained problems by adding one or more functions of the constraints
to the objective function and deleting the constraints as such. However, convergence of the
penalty method (see, e.g. (23)> depends stroaalY on the choice of the coefIicientof the penalty term
(Lagrange multipliers).

In this paper a IIIfIIod is praented which provides a reliable tool for. the solution of
unilateral problems wiIhout using optimization aJaorithms. The method is based on some
theorems proved for quadratic optimization problems by Theil and van de Panne(16). By the
interpretation and the application of these theorems the unilateral problem is "replaced"
equivalently by a number of classical or bilateral problems. The theorems of Theil and van de
Panne permit the control of the iterations in such a manner, that convergence to the solution of
the unilateral problem is assured. The criteria developed by interpreting the aforementioned
theorems are extended to cover also problems described by positive-semidefinite matrices.
Moreover the resulting bilateral problems can be handled numerically by means of mixed finite
element models, as well. The mixed element method offers promising alternatives in the
treatment of plates and shells. Accordingly the present method could be seen as an attempt
towards the use of mixed finite elements for the numerical solution of unilateral problems
arising in structural mechanics.

The method can be used for the solution of all quadratic optimization problems arising in
structural mechanics and in some sense combines the advantaps of the optimization
algorithms with the advantages of the linear analysis computer programs, i.e. effective treat­
ment of large problems.

Test cases of frames, plates and shells demonstrate the applicability and the convergence of
the method. Also, the results are compared with available analytical and numerical solutions.
The mathematical derivations and proofs have been given previously [16,17) and will not be
repeated here. Only the essential features, physical interpretations and methods of im­
plementation are presented.

2. METHOD OF SOLUTION

2.1 Introductory remarks
The local formulation of the problems mentioned in the previous chapter requires. in

addition to the field equations of three-dimensional elasticity (equilibrium and kioeInatic
equations, elasticity law. boundary conditions). also constraints in the form of inequalities
describing the unilateral phenomenon. In the transformation of this formUlation to a glObal
form, i.e. a variational principle, unilateral variations of the field variables arise. The conditions
expressing from the physical point of view the principal of virtual work hold now in an
inequality form (variational inequality) and. for these new type of boundary-value problems,
special considerations concerning the extremum properties of the potential and·complementary
energy are necessary(13). The numerical treatment of these variational inequalities leads to the
solution of the following minimization problem:

(I)

where F denotes, for the present. a positive-definite matrix, e.g. a stiftness matrix. and the
vectors q and p represent the unknown variables and the applied loads, respectively. Relations
(1) describe a quadratic programing problem which can be solved by appropriate aJaoritbms.

The following method is based on optimization theorems but also incorporates some
features of ..trial and error" methods. However, it clearly differs from usual "trial and error"
procedures, because it provides for the choice of the iteration steps and contains a criterion to
test the optimality.

2.2 Definitions
The fonowing definitions and notations are introduced:

U.C., B.C. Each inequality of problem (1) is termed a l)nilateral Constraint written U.C. This
constraint is called Equality Constraint, if only the corresponding equality is
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tdlIfied. If a U.C. is removed, i.e. it holds in the form .l,lbjo then we say that

the U.C. is replaced by a Vilateral Constraint (B.C.).
4 SoJutioa of problem (1).
$ The set of iiIilIices of those resbictions, which q satisfies in equality form, i.e.

•l4 - 61 for every j E ~ C So.
q Umestrieted minimum of problem (1), i.e. all U.C.'s are replaced by B.C.'s.
5 A subset of So (5 C So).
qS Solution of

(2)

Problem (2) is governed by the system resulting after 5 of the U.Co's are satisfied
in equality form and So- 5 of the U.Co's are replaced by B.C.'s.

{h} A set of one index h.
e The empty set.

V(q) Set of indices ; for which .,rq> bIt i.e. V(q) is the set of the resbictions which are
violated by a solution q.

V(q) Set of indices identifying those. resbictions which a vector q either violates in the
inequality form or satisfies in the corresponding equality form.

2.3 TMomnl tuad rules
The foUowinl theorems are used as basis of the method. The proofs are given in [16,17].

TIalomn 1: Let ~ denoting the set of indices indicating those resbictions, which the solution q
of problem (1) satisfies in equality form, i.e.

alei =bl for j E ~

and

alit<bJ for H~.S.

Then it holds

ei =q.f.

TIalomn 2: If ei =q.f and S" H, then it holds for all subsets S C S, including S =H, that

hE V(qS)

for at least one h E (~- 5).

TIalo,.. 3: If V(q') =• and h E V(q'-f6}) for all h E 5, then qS = it.
In the above theorem qS-f6} denotes the solution of the problem

min[Q(q)/alq=bJ; j E S-{h} C Sol. (3)

For our purposes these theorems are interpreted and incorporated in three rules, which are
IppIied to obt8in lUCClllive solutions to conventional (biIateraJ) problems and, finally, the
solution of the oriIinaI (unilateral) problem:

RIde 1: If the solution of the U1U'CStricted problem 4violates some of the restrictions, the it, i.e.
the correct solution, must satisfy at least one of these restrictions in eqIIIIity form.

RIlle 2: If a solution qS of a subsequent system (problem 2), violates some restrictions then, at
least one of those resbictions, must also be enforced in equality form to obtain the optimum of
the initial problem, i.e. the solution it.
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Rille 3: A solution qS which sati* all resarictions of the oriIinal problem, coiacides with the
correct solution ci, if, and only if, ... ~very h E S the subsequent solutions qS-{.} violate the
restriction h omitted in the solution qS.

Rule 1 indicates tile first step needed to modify the initial trial, the solution of the
unrestricted problem. Rule 2 describes the way to proceed through successive .steps. Rule 3
provides the test for the optimality of solutions qS.

2.4 Solution procedure
The method proposed here consists in the transformation of the problem constrained by

inequalities into a number of problems governed by equalities. As a startiog point, the solution
q of the system resulting from the replacement of all U.C.'s by B.C.'s is obtained and
subsequently the set V(q). If V(q) = t, the qrepresents the correct solution; but usually some
of the constraints are violated. If V(q);IE e, then, by the stated Rule I, the correct solution q
satisfies, in equality form, at least one of the restrictions violated. Taking the system used in the
previous step, as a basis, we fulfill the restriction in equality form and &pin solve the modified
system. If the solution qS does not satisfy all restrictions, i.e. if V(qS);IE t, then accordiog to
Rule 2. at least one restriction, in equality form, is added in order to approach the correct
number of equalities (S>. The procedure is continued until a qS is obtained with V(qS) =4>. This
solution is not necessarily the optimal one. The optimality can be tested by means of Rule 3. To
this end, the equality constraints ({h}) are successively replaced by B.C.'s and solutions qS-{.}
are examined for violation of the restriction h. If, and only if, each restriction is violated for aU
h E S, then the optimal solution is found. In cases of numerous constraints which occur in
practice, i.e. in problems of an extended contact zone, several U.C.'s may be replaced by
equality constraints simultaneously. This leads to a considerable reduction in computational
effort. Also, the execution of the control according to Rule 3 is not necessarily accompanied by
additional computational effort since the solutions qS-{.} are usually known from previous
steps. Applications of this method are illustrated in the subsequent examples.

The steps described above in connection with Rules 1-3 reveal the advantages of the
method:

1. The iterations are not arbitrary but are indicated by the prescribed criteria.
2. There exists a criterion, which indicates whether a particular solution is the optima) one.

It should be pointed out that a vector qS which does not violate some restrictions, i.e.
V(qS) =0, need not be the correct solution. The importance of this is shown in the numerical
examples presented here. This criterion distinguishes the proposed method from the usual ..trial
and error" methods and proves especially useful for problems with complicated contact zones.

3. The transformation of the general quadratic optimization problem to a succession of
unconstrained, or equality constrained, minimization problems (which can be solved by the
classical methods of linear analysis) allows the use of general purpose computer programs.
They can be slightly modified in order to avoid superfluous effort during the iteration. Thus the
solution of problems involving many unknowns and constraints is possible, whereas the efticient
application of optimization algorithms is iimited by the large number of unknOwns. Moreover,
the optimization techniques require usually modiIcations in emtiog proarams and may be
affected by inaccuracies.

4. The method can also be applied to the solution of problems expressed in terms of
positive-semidefinite matrices.

S. No assumptions concemiDa the active inectueIities (e.g. the contact zone) need be made.
6. Convergence is auaruteed since the method is based on theorems already proved for the

quadratic optimization problem by Theil and van de Panne[l7].

2.S Extension to positiw-sftllid4ltile matrices
In case, that the minimizatiOn problem (1) contains a positive-semidefinite matrix F, the

foreaoiog method applies with the following modification of Theorem 3 and the corresponding
test of optimality.
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TIteomn 3a: Let the matrix F of problem (I) be positive-scmidIfnit=. Por a.s with V(q-') =e,

if, and only if, h e 'V(,.s....~ for every h E S.
The theorem states, that the B.Co's. .WW IIJ,-- h, either must not belons to the

admissible domain of problem (1) or must lie on the boundary of the admissible domain, i.e.
aliT. it b". This must be true for every equality constraint of the ..8" structure.

Proof: Let V(tr') =e, i.e.

{al.=b"i E S;al.~ b"i e So-S}·

Since .s is the solution of problem (2), it satisfies the stationarity conditions:

and the critical inequality:

From eqns (5H7) we conclude by subtractins and premuJtiplyins by (qS - qS-fIl})1', that

(q-' - .S-fIl})1'F(qS _ tr'-fll}) =A,.s(a,.l'.S-fll}- bll)'

From inequality (7) and the positive-semidefiniteness of matrix F it follows that

AilS ~O for every h E S.

(4)

(5)

(6)

(7)

(8)

(9)

Thus for q =qS the neptive padient of the function to be minimized can be expressed as a
non-neptive linear combination of the outer normals to the boundary of the admissible domain.
Then (see, e.J.(17]) .s represents the solution of problem (1). Conversely, if .s ..q, then
Al = i. it0, for every i E S and thus from (5), (6) and (9), usins (8), we conclude, that (7) is
valid. This necessary and sufticient condition for optimality is to be imposed on every qS with
V(tr') = t, when F is positive-semidefinite.

F'mally, some additional comments are offered on the existence of the solution in the case of
a poiitivo-semidefinite matrix F. These are special cases of more aeneraJ considerations which
have been proved by Premond «81, pp. 123-128) for the continuous minimiution problem.

Suppose, for. iastaace, that:
<a) b, 2:0 V, e So
(b) either tile set A·{.l. S bit Vi E So. F. • t} is bouDded, or V. e A, such that for

q ~ t and 0 S ". < GO ".. E A, ,1'q<O. Then problem (1~ allows for at least one solution q.
Moreover, the tel $ of the constraints, wbieb was IItiafied in equality form, is non-empty, if
there exists a vector. e A for whic:b ,"."0. U there exist a vector • EA,.~ I, such that for
Os". s GO,,,.. e A (equivalently al.<0 V, e So> and ,1'11>0, then problem (1) does not have a
solution.

The coadiCion ,1'.<0 is called stroaa Siporini COIldition. It sbould be pointed out that if
the weak Sianorini condition ,1'. sO instead of the strona one is valid the existence of the
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solution is not guaranteed by the previous assumptions. Denoting

and

A'=(K+P) n {qIFq=O}

and assuming
(a) bj ~ 0Vj E 50 (k +P is a closed set)
(b) Vq E A',suchthatforq¢OandOsl£sool£q E A',pTqsOonefindsprobJem(l)tohave

a solution.

3. RANGE OF APPLICABILITY

The method proposed in the present paper can be applied to solve a variety of unilateral
problems which otherwise require quadratic optimization. The problems involve the unilateral
stresses in cable structures, the unilateral contact of elastic bodies with or without friction, the
holonomic and the incremental elastoplastic behavior of struetures[15], etc. To apply the
method developed here it is necessary to identify the U.C.'s, B.C.'s and the equality constraints
imposed by the physical circumstances. Some specific problems serve here to illustrate the
method.

3.1 5tress-lUIiltlttral analysis of cable structures
We consider structures containing some members which are capable of transmitting only

tension (like cable-elements for 'example). The vector of stress s can be decomposed into the
vector i, which involves the stresses of the elements with unilateral behavior and also the
vector I, the stress vector of the remaining elements with bilateral behavior. The vector i
satisfied then the unilateral constraint

S~O. (10)

For the sake of brevity, physical and geometrical linearity is assumed. The generalization for
cases of physical and geometrical nonlinearity is straiabtforward, when the updated Laaranaean
formulation is used. It is shown in[ll] that the problem can be formulated in terms of stresses
as the following minimization problem:

Let So denote a particular solution of the equilibrium equations:

GSo = p (p: load vector).

The vector s can be written in the form

(11)

(12)

(13)

s=So+Bx, with GB=O.

The vector So can also be split into So and 10 and also the matrix B into i and i. Thus the
formulation of the problem in terms of forces can be stated in the following form:

min [Q(X)=~XTDI+XT(do+BTeo)lix+So~O],

where

The quadratic optimization problem (13) can be solved as follows: The transformation of all of
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the U.C.'S ."'Ie;:' to S.C.'S coasists of~~.._ ... 11'ld'" willi the same
1aibiIity. The resuItina structure is caUed.~ if II"· .Bali en. A CGIIItraint
..... in ......, ferm. i.e. ,,- 0 is raIized bJ ItM" die By
...... of the ,.,... il/lla""""". the tine ........ II til •• flIIiMIs (cutIiIII of
elements). wbicft Me...-..iwlly performed OIl the""..,tctive ...... 1InIctWe.. and IeId to
the solution of the initial unilateral structure.

3.2 Ultilllttral contact problems
According to the type of contact and the material properties of the contipous bodies. a

variety of unilateral problems can be formulated. We restrict ourselves to "dry COIltICt"
problems. exclude lubricated surfaces and physical IlOnlinearities. The various tiDds can be
arraDIICI in the followiDa lI'Oups.

(a) So.".,., COIUliIitms 01 Signorini-Fichertl typt. If a part of the body 1 rests on a riIid
foundation. then the following unilateral condition bolds (see FIlS. II, c):

if UN <0 then SN == 0

if UN=O then SN~O.

(1-)

(l4b)

The terms r.. rII rf of Fig. l(a) denote IlODOveriappina parts of the bouDdary. where
_J.-Dts. forces aDd unilateral conditions are prescribed respectively. Monover we usume
that on r, the vector Sn or Un are prescribed. On the constraints (14&) ud (l4b) aB.C. implies the
removal of the supporting surface and an equality constraint implies contact. When a foundation
lies at avariable distance des) from the body. i.e. UN ~ de,), an equality constraint is equivalent to
the CODdition UN =de,).

(b) UniltJttral constrtJints by flastic supports. The following conditions descn'be the problem:

if UN <0 then SN =0

if UN S; 0 then SN =-IcuN,

(lSa)

(lSb)

where k denotes the Winkler's constant of the tensionless foundation. These conditions are
completed by the condition Sn =en on r So The first condition (1Sa) holds at the rePons. where the
support is not attached. and hence it cannot exert tension, and the second condition holds at the

IS
101 lb)

lei UN Cdl

fiI. I. Problems witb ........ COIIItrIiIds.
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contact reaions (see Figs. la and Id). AB.C. is realized by attaching the spriasto the body andan
equality constraint by 0IIIiUinI the spriJw.

(c) Friction bofwItlry colttJitiolls. Contact between dry surfaces may be described by the
Coulomb's law: If r .... the Coulomb's coefticient of friction and A a positive unspeGified
coefficient of proportionality, then the friction boundary conditions take the form:

if ISrl < fISHI, then UTi = 0

if ISrl =fISHI, then Un =- ASr" As: O.

(100)

(l6b)

The conditions (16) introduce nonditlerentiable terms in the functional of the potential energy
to be minimized. The solution requires the use of special optimization aIaoritIuns. whicb avoid
the calculation of derivatives[13]. However, the present me~ can be applied as well to the
solution of the friction problems, if one considers the complementary energy functional. In this
case a quadratic optimization problem of the form (1) arises[13]. If the constraints (16) occur
together with the constraints (14), the following method of approximation can be applied: As a
starting point, the problem without friction is solved and the forces SHI are estimated. For
SN = SNI the friction problem is solved and tbe value of ST, say STI, is calculated. Solving the
unilateral problem for Cr =STI a new set of forces SN2 is obtained. The procedure is repeated
until the difterences Srj+\- STi and SNiH - SNI' respectively, fall within prescribed limits. By
means of this procedure the sliding and adhesive friction reaions are determined together with
the contact and non-contact regions.

3.3 Two elastic bodies in contact
At any point i (Fig. Ib) in the zone of contact, the difference between the displacements of

the adjacent bodies must be less than the initial separation d(s). This condition is stated as
follows:

ui - u~;a d(s).

Such conditions of compatibility are included in the general form:

where ~k is a given value and A is a prescribed matrix relating the variables qt and qi'

(17)

(18)

4. SPECIAL CONSIDERATIONS

To perform an iteration step, any finite element program may be utilized. Superfluous
computational effort can be avoided if the existing programs are slightly modified in order to
treat the constraints satisfied in equality form in an effective manner. The equality constraints
lead to relations of the following general form:

n

q, = q,+ ~ C,q",-1,..,
(19)

where q, denotes the rth degree of freedom which is coupled with m variables q" and the
coefticients C, are elements of an I x (n -1) vector containing m nonzero elements. In the case
of the Signorini-Ftehera conditions eqn (19) takes the simpler form q, =q,. The introduction of
tbe equality constraints into the unconstrained problem leads to a nonsymmetrical matrix. This
can be avoided by performing some matrix oPerations proposed in[19]. In other respect the
present procedure differs: The dependent variables are not condensed out but retained, the
original matrix is stored and each equality constraint is introduced successively. This avoids a
reordering of the unknowns and is suitable when using equation solvers taking into account the
blockstructure of the system matrix.
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S. EXAMPLE PROBLEMS

The foUowina examples provide insight into the proposed method and also demonstrate its
applicability and conveqence.

Ca) FUlt I%IIIfIPIe
The frame shown in }Til- 2 involves three unilateral supports with the constraints "If:i 0,

i .. A, B and "~:i O. The problem is solved in[JO] with the aid of an optimization aJaorithm.
Here details of the prelent procedure are described for the load case III.

As a first step, the U.C.'s A, B, C are replaced by B.C.'s, i.e. the problem is solved without
the above mentioned supports. The solution 4violates all restrictions, i.e. V(4) ~ t. According
to Rule J, the correct solution 4 must satisfy, in equality form, at least one of the violated
restrictions. Therefore, the restriction imposed by support A is replaced by an equality
constraint. i.e. at A the constraint "'A .. 0 is introduced. The solution qA of this system yields a
set of violations: V(qA) .. {B, C}. FoIJowina Rule 2, a constraint is introduced at C. This leads to
rcf£') == t, where S == {A, C}. The next step is the test for optimality of solution qS: Each of the
equality CGIIItniRts iatroduced previously must now be successively remoVed and each
COIN....... soIutioIl mast violate that constraint Ch e VCqS....l) for every he$)o The
soIuIieD fl'-M. ct was oIQiaed by satisfyina the restrictions at A, C in equality form. Therefore,
the equality constraint in A is tint removed to obtain a solution qS-I.). ~C}-A • qC which
violates tile COIICIition at A. Finally, the equality constraint in C is removed to obtain the
soIutiea ..-ttl. ,fA. .C}-c • qA with a set VCqA) containing c. AccordiDa to Rule 3, the optimal
soIutioR for told case mis ,A.C and thus the s1rUctIUe has contact at A, C. Table J allows the
results ..tined for the three load cases which lIRe with those Jiven in[JO]. It is apparently
diIIcuIt to .... the role of the unilateral support under ditrerent load conditions: e.g. under the
forces P actina on the fnme, it is not obvious that support A maintains contact and not support
B.

(b) S«tHttl emmple
The aexi example (F,.. 3) demonstrates the applicability of the method to problems with

fiDite areas of coataet and also the importance of the test siven in Rule 3. Two conditions of

LlIlIlII e:.tect u: u: u~ b.c~1011 [KIPS) 0'wtt"- 1_, A I c

I A.B.C 0.0 0.0 0.0 365.720 0.885 Q892
--- '------
n AIC 0.0 -1.13719 0.0 45.485 0.0 3'19.058

--
m AIC 0.0 -1.11586 0.0 411.168 0.0 38Q158
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rag. 3. Circular p1ate-analyt.ical and numerical solutions.

support are treated: Firstly, the plate rests upon a riIid pJane and secondly, upon a tensioaJess
foundation. The conditions are.comparable to the actual conditions at the ends of cyliedrica1
tanks. Analytical solutions for the plate on the riIid foundation are giveD in (20). Here the case
of tensionless foundation is also investigated.

The essential steps of the method are described for the case a = 1. The. first step-solution of
a simply supported circular plate-violates all restrictions. In the next iteration eqQality
constraints are simultaneously introduced at a number of points within a preselected reaion, i.e.
points tying between x =0.0 m and x =3.3 m. Since, the solution gives a nonempty set of
violated restrictions, the equality constraint are extended in the third step to x =3.62 m and

Table 2. Circular plate restilll on a riaid foundation

.. • contact~ contact"
Ma 10-5 ,&.10-5 (Ja Ipa area{m} be~Hn

1 0.675 7.29036 -7.5 Q.068OW6 3.70 3.70/3.78

2 1.35 22.2363 -230 '0.2075391 2.58 2.58/2.64

3 2.025 43.8 -43.9 0.4088 1.56 1.56/1.62

4 2.7 72.37966 -71.5 0.67554 0.54 Q.S4/0.60

5 3.375 t07.176 -t07.14 l.QOO3 0.0 0.0--
52 351 128.592 -129.0 1.200192 no contact

+~d I screte solution

.....contInUOUS solutlon

III present paper

~ taken from given
figure



Table 3. CircIdIr pille restiIw 01118 eIIIIic ' .tftililcl.i fa of't.

no contact • no contact.
Ma ...10-6 (J between betWltll'l .

a I....... x. .... x=

I ~675 :87.~17667 .008~2164914.IO : S~2_ ~.02/410 i5.82/5.88_.
2 1.35 240328 0.224306 ! 2.94 1 588 2.88/2.94158815.94

f-. I- j ! I I

3 2025 r 458.226671 0427678 '1.92 : 5.88 .8611.92 '5.8815.94
f--

~.7 1741.87667 10.692418 0.96 I 5.884 109010961s.881 5.94

5 3.37~~084.5~ 1.012284 0.18 I 5.94 10.1510.18 :5.94/6.00
f--

~1 contact at x =0.0 [mJ

5.2 3.51 1285.92 1.20019---- no contact
6.0 4.05 12143.10 2.000227

·ord·........ul....

lao1

apia, for the same reason in the fourth step to .r == 3.78 m. This system does not violate the
nstridions but its solution-after application of the test-is not the correct solution. Introduction
of equality COMtnints to .r II: 3.7 m leads to an empty lit of violated restrictions. Rule 3
requires the application of the test for all equality constraints introduced previously. Here the
test need be applied only for the exterior point at .r == 3.7 m, because it is apparent, that all
interior points will pass the test Thus much computational effort can be avoided by the
simultaneous use of several equality constraints and by applying the test only as dictated by the
physical circumstances. Due to the continuous c.... of the contact area the Moment-Rotation
diaanmofFJI, 3is nonlinear to a =S. The stiffness of the system decrease with decreasinacontact
zone. At a == S the plate lifts entirely from the support ant the relationship becomes linear. The
comparison of the resuhs with the analytical solution (Table 2) show a good qreement.
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"II- 7. Circular plate restina on an elastic tensionless foundation-contact forces.

Finally, the response of a plate on a UDilateral elastic foundation is investigated. The
foundation is idealized by discrete springs corresponding to Winkler's model. In contrast with
the rigid support, the contact zone consists of two parts: Contact in a central zone and an edge
zone. This leads to an increase in the required number of iterations and clearly shows the
importance of performina the test. Tables 2 and 3 show the results obtained for both cases and
rigs. 4-6 illustrate the deformation shapes of the plate. Finally, the distribution of the contact
forces for several values of the bendina moment Mil are illustrated in Fig. 7.

(c) Tltird example
The cylindrical tube of rag. 8 is encased in concrete, assumed rigid and subjected to external

hydrostatic pressure. The cylinder is approximated in two ways: Flat elements are employed
with a displacement formulation and a curved shell element based on a mixed formulation[21]
in terms of stresses and displacements. The latter approach demonstrates the applicability of the
method in connection to mixed finite element models, i.e. the present method could be seen as
an attempt towards the use of mixed finite elements for the numerical solution of unilateral
problems arisina in structural mechanics. This example is investipted in[22] which also
considers geometrical nonlinearities and uses "trial and error" methods. Here geometrical
nonJinearities and friction are neaJected. Also the cylinder is assumed lona enoup so that end
effects are not considered and the behavior is independent of the axial coordinate. The problem

• .,dilpltlCMtlnf .0.1
.tJCIIS.' "clls.l

"II- 8. Cylinder encased in concrete-aeometry and loads.
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Fig. 9. Cylinder encased in conc:rete-seeond case.
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Fig. 10. Cylinder encased in conc:rete-lirst case.

is solved for two cases of constraints. In the first case only the radial displacements are
constraint against outward movement and the tauaential displacements are unrestricted. In the
second case the taDpntial displaeements are also prohibited when contact is maintained. i.e.
radial displacements vanish. In our first case upward radial displacements are inadmissible, but
the solution admits small taqential displacements. In our second case, taqential displacements
as wen as radialdisplacements are prohibited on the contaetiD& surfaees; the constraints lead to an
increase in the doess of the system. F'JlUfts 9 and 10 iDuattate the deferIned shape of the shell
and the contact area. F'1gUre 10 also shows the distribution of bendiDI moments.

Adao~The IIItbors would like to tkaak Professor G. A. Wempoer, Georaia lastitutc of Teclmology, for
he1pfuI cIisc1l1sioDs duriaa the prepII'Ition of the paper. They also acknowIed&e with tJIIJIb ......~s of the
meReS.
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